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Abstract 

Technological advances raise new puzzles and challenges for cognitive science and the study of how humans think about and interact 
with artificial intelligence (AI). For example, the advent of large language models and their human-like linguistic abilities has raised 
substantial debate regarding whether or not AI could be conscious. Here, we consider the question of whether AI could have subjective 
experiences such as feelings and sensations (‘phenomenal consciousness’). While experts from many fields have weighed in on 
this issue in academic and public discourse, it remains unknown whether and how the general population attributes phenomenal 
consciousness to AI. We surveyed a sample of US residents (n= 300) and found that a majority of participants were willing to attribute 
some possibility of phenomenal consciousness to large language models. These attributions were robust, as they predicted attributions 
of mental states typically associated with phenomenality—but also flexible, as they were sensitive to individual differences such as 
usage frequency. Overall, these results show how folk intuitions about AI consciousness can diverge from expert intuitions—with 
potential implications for the legal and ethical status of AI.
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Introduction
One of the most prominent technological advances of the past 
decade is the development of generative large language models 
(LLMs). With their ability to respond to queries with coherent 
and relevant answers in natural language, LLMs such as Chat-
GPT are able to provide advice, summarize text, write code, and 
even produce poetry. These human-like capabilities raise pro-
found questions about the nature of artificial intelligence (AI) and, 
in particular, whether AI is capable of having subjective expe-
riences or ‘phenomenal consciousness’ (Nagel 1974, Chalmers 
1996). This debate on consciousness in AI has been at the forefront 
of mainstream media and academic discourse across cognitive 
science (Shardlow and Przybyła 2022, Chalmers 2023, LeDoux et al. 
2023, Wiese 2023).

While normative accounts and expert opinions are helpful for 
developing theories and potential tests of AI consciousness, an 
equally important question is whether and how people attribute 
phenomenal consciousness to LLMs. Investigating folk attribu-
tions of consciousness to AI is important for two reasons. First, 
folk psychological attributions of consciousness may mediate 

future moral concern towards AI, regardless of whether or not 
they are actually conscious (Shepherd 2018, Mazor et al. 2023). 
Second, any current or future scientific determination of phe-
nomenal consciousness in AI is likely to be ‘theory-heavy’ and 
therefore deal in probabilities or credences rather than definite 
statements (Butlin et al. 2023). The impact of such research on the 
public perception of AI consciousness is therefore critically depen-
dent on a thorough understanding of people’s folk psychological
beliefs.

To explore this question, we drew on insights from a rich 

tradition in experimental philosophy and social psychology inves-

tigating how lay people attribute mental states to other agents. 

Phenomenal consciousness is typically defined as a state in which 

there is ‘something it is like’ for a system to be the subject of 

that experience (Nagel 1974; Block 1995). Under this definition, 
phenomenal consciousness is synonymous with subjective expe-

rience. Whether non-experts have a concept of phenomenal con-
sciousness in the philosophical sense is debated (Sytsma 2014), 

but non-experts do attribute mental states that philosophers typ-

ically consider to be phenomenally conscious. For example, initial 
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work in this domain examined attributions of mental states that 
involve phenomenality (e.g. feeling joy or getting depressed) and 
those that do not (e.g. making a decision or forming a belief; 

Knobe and Prinz 2008; for a review, see Sytsma 2014). Other work 
has systematically explored the dimensions underlying mental 
state attributions to various agents, revealing a two-dimensional 
structure distinguishing between ‘Experience’ (i.e. the capacity 
to feel pain, fear, joy, or pride) and ‘Agency’ (i.e. the capacity 
to have self-control, morality, planning, or communication) that 
is reminiscent of the distinction between phenomenal and non-
phenomenal states (Gray et al. 2007; for a review, see Waytz et al. 
2010). However, the correspondence between these dimensions 
and phenomenality is not clear (Sytsma 2014) and more recent 
work has found evidence for alternative structures that cut across 
this distinction (e.g. Weisman et al. 2017, Malle 2019). Neverthe-
less, these explorations establish that people are able to attribute 
various mental states that researchers generally consider to be 
phenomenally conscious.

To investigate folk psychological attributions of conscious-
ness to LLMs, we recruited a nationally representative sample 
of US adults (n = 300) and probed their intuitions about LLMs’ 
capacity for phenomenal consciousness. In particular, we focused 
on ChatGPT as one of the most well-known and widely used 
LLMs and asked participants to rate how capable they thought 
ChatGPT was of having subjective experience, using a scale 
adapted from Peressini (2014). We also measured various other 
attitudes, including confidence in consciousness attributions, 
attributions of other mental states, usage habits, and predic-
tions of public opinion regarding AI consciousness. This set of 
questions allowed us to probe the correlates and underlying 
structure of folk psychological intuitions about consciousness
in LLMs.

Method and materials
This study was approved by the UCL Research Ethics Commit-
tee and was conducted in July 2023. Experimental materials, 
anonymized raw data, and analysis code are openly available 
on the Open Science Framework (OSF) website at https://osf.io/
49w7m.

Participants
A sample of 300 participants from the USA was recruited from 
Prolific Academic (Prolific.com). Participants were recruited via 
proportional stratified random sampling, with age and gender 
quotas representative of the US population based on US Cen-
sus Bureau data. The sample size was chosen arbitrarily to allow 
for a minimum of 20 participants in each stratum. No partic-
ipants reported having encountered technical difficulties dur-
ing the experiment, and no participants took the survey more 
than once. All participants were thus included in the analyses 
(female = 152; male = 142; non-binary = 2; did not answer = 4; mean 
age = 46.13 years).

Procedure
After consenting to participate in the study, participants were told 
that they would be asked about their opinions regarding ChatGPT 
and to read a short description of the chatbot: ‘ChatGPT is an arti-
ficial intelligence chatbot developed by OpenAI and released in 
November 2022. The name “ChatGPT” combines “Chat”, referring 
to its chatbot functionality, and “GPT”, which stands for Gen-
erative Pre-trained Transformer, a type of large language model 
(LLM).’

They were then introduced to the concept of phenomenal 
experience via a short description adapted from a study of folk 
phenomenality (Peressini 2014):

As we all know, each of us as conscious human beings have 

an ‘inner life.’ We are aware of things going on around us and 

inside our minds. In other words, there is something it is like to 

be each of us at any given moment: the sum total of what we 

are sensing, thinking, feeling, etc. We are experiencers.

On the other hand, things like thermostats, burglar alarms, and 

bread machines do not have an inner life: there is not any-

thing it is like to be these objects, despite the fact that they can 

monitor conditions around them and make appropriate things 

happen at appropriate times. They are not experiencers.

They were then asked to rate the extent to which ChatGPT is 
capable of having conscious experience on a scale from 1 to 100 
(with 1 = ‘clearly not an experiencer’, 50 = ‘somewhat an expe-
riencer’, and 100 = ‘clearly an experiencer’). They also reported 
their confidence in this judgement (‘How confident are you about 
your judgment about ChatGPT being an experiencer?’) on a scale 
from 1 (‘not confident at all’) to 100 (‘very confident’) and their 
intuitions about how other people would judge ChatGPT (‘How 
much of an experiencer do you think most people think Chat-
GPT is?’) on a scale from 1 to 100 (with 1 = ‘most people think it 
is clearly not an experiencer’, 50 = ‘most people think it is some-
what an experiencer’, and 100 = ‘most people think it is clearly an 
experiencer’).

Next, they answered a series of questions about ChatGPT’s 
mental capacities. These were compiled based on a literature 
review: we started from a comprehensive review (Sytsma 2014) 
and identified 22 manuscripts investigating mind perception and 
consciousness attributions. For the full list, see Supplementary 
References. We then compiled a list of all attributes explored in 
the experiments reported in these previous studies—for a total of 
254 stimuli, which we then reduced to 65 unique mental states. 
These encompassed various aspects of mental life—from sensory 
experiences (e.g. seeing or smelling) to cognitive processes (e.g. 
paying attention or exercising self-control), emotions (e.g. feeling 
depressed or relieved), and other complex capacities (e.g. act-
ing morally or self-reflecting). Participants saw each of these 65 
attributes one at a time and rated the extent to which ChatGPT 
was capable of exhibiting them, from 1 to 100 (with 1 = ‘not at all’, 
50 = ‘somewhat’, and 100 = ‘very much’), and how confident they 
were in their response from 1 (‘not confident at all’) to 100 (‘very 
confident’).

Finally, they answered some questions about their demograph-
ics (age and gender) and their experience with ChatGPT, namely 
whether they had heard about ChatGPT prior to the experiment 
(‘Yes’ or ‘No’), whether they had used ChatGPT in the past (‘Yes’ or 
‘No’), how often they had used ChatGPT (‘More than once a day’, 
‘About once a day’, ‘About once a week’, ‘About once every two 
weeks’, or ‘About once a month’), and for what purpose they had 
used ChatGPT (‘General knowledge’, ‘Coding’, ‘Writing’, or ‘Other’). 
For full text, see materials on the OSF repository.

Results
While a third of participants (33%) reported that ChatGPT was 
definitely not an experiencer, the majority (67%) attributed 
some possibility of phenomenal consciousness [mean (M) = 25.56; 
median = 16.00, standard deviation (SD) = 27.36, range = 1–100; 

D
ow

nloaded from
 https://academ

ic.oup.com
/nc/article/2024/1/niae013/7644104 by Lorna R

ourke user on 18 April 2024

https://osf.io/49w7m
https://osf.io/49w7m


Attributing consciousness to LLMs  3

Figure 1. Attributions of consciousness to an LLM. Participants attributed varying levels of consciousness to ChatGPT (panel a) and these attributions 
increased with usage frequency (b). When asked to predict the extent to which other people on average would think ChatGPT is conscious (c), 
participants consistently overestimated public opinion (d). Error bars and bands represent 95% CIs.

Figure 2. Structure of mental state attributions to ChatGPT. Participants’ ratings of ChatGPT’s mental capacities mapped onto two 
dimensions—’Experience’ and ‘Intelligence’. While ChatGPT was seen as more capable of mental states related to Intelligence than Experience (a), 
only those related to Experience were predictive of phenomenal consciousness attributions (b).

Figure 1a]. Participants who gave more extreme judgements (in 
either direction) were also more confident [quadratic regression 
B = 178.25, SE = 24.43, t = 7.30, P < .001, CI = (130.18, 226.33)], with 
a quadratic relationship between confidence and consciousness 
attributions yielding a better fit than a linear function, F(1, 
297) = 53.24, P < .001).

Next, we investigated potential determinants of consciousness 
attributions, starting with familiarity. The majority of participants 
had heard about ChatGPT (97%), and most had also used it at 
least once before (57%). Participants who had experience using 
ChatGPT attributed higher levels of consciousness (M = 29.59) than 
those who never used it (M = 19.37; t(287) = 3.33, P < .001). Attri-
butions of consciousness were correlated with usage, with a lin-
ear increase from ‘never’ to ‘more than once per day’ [B = 4.94, 
SE = 0.99, t = 4.99, P < .001, 95% CI = (2.99, 6.88); Figure 1b]. These 
data thus suggest a strong link between familiarity with an LLM 
and consciousness attributions, such that those who interact with 
ChatGPT more frequently are also more likely to believe that it has 
subjective experiences.

We next examined attributions of specific mental states and 
their relationship to attributions of consciousness. Participants’ 
ratings for each of the 65 traits (Supplementary Fig. S1a) were 
reduced via a principal component analysis to two main dimen-
sions, which together explained 58% of the variance (Supplemen-
tary Fig. S1b) and mapped onto previously identified dimensions 
of ‘experience’ (e.g. experiencing pleasure or feeling fearful) and 
‘intelligence’ (e.g. knowing things or making choices; Gray et al. 
2007).

We then asked which mental state dimensions participants 
thought ChatGPT was capable of having. Overall, ChatGPT was 
seen as more capable of intelligence than experience: attributions 
of mental states were positively correlated with their loadings 
on the intelligence dimension [r = 0.95, P < .001, CI = (0.92, 0.97)] 
and negatively with the experience dimension [r = −0.94, P < .001, 
CI = (−0.96, −0.91)]; Figure 2a. Next, we asked which mental states 
predicted consciousness attributions. Here, in contrast, we found 
a key role for experience: participants who attributed more phe-
nomenal consciousness to ChatGPT also attributed more mental 
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states related to experience [r = 0.65, P < .001, CI = (0.58, 0.71)] but 
not those related to intelligence [r = 0.03, P = .596, CI = (−0.08, 0.14)]; 
Figure 2b). In other words, despite ChatGPT being seen on aver-
age as more capable of intelligence than experience, mental states 
related to experience were still the main driver of consciousness 
attributions.

Finally, we probed participants’ intuitions about public atti-
tudes towards consciousness in AI by asking them to predict other 
people’s attributions, using the same scale used to self-report their 
own attitudes. As depicted in Figure 1c and Figure 1d, predictions 
of others’ opinions were correlated with participants’ own opin-
ions [r = 0.56, P < .001, CI = (0.48, 0.63)], but they were also consis-
tently higher (M = 41.11; median = 39.50, SD = 25.28, range = 1–100; 
t(299) = 10.90, P < .001). In other words, participants systematically 
overestimated how much other people would see ChatGPT as 
being conscious.

Discussion
Overall, our results reveal that a substantial proportion (67%) of 
people attribute some possibility of phenomenal consciousness to 
ChatGPT and believe that most other people would as well. Strik-
ingly, these attributions of consciousness were positively related 
to usage frequency, such that people who were more familiar with 
ChatGPT and used it on a more regular basis (whether for assis-
tance with writing, coding, or other activities) were also more 
likely to attribute some degree of phenomenality to the system. 
Thus, independent of ongoing academic discussions about the 
potential for and possibility of artificial consciousness (e.g. Butlin 
et al. 2023, Chalmers 2023), the recent emergence and widespread 
uptake of powerful LLMs may be associated with a majority 
of people perceiving some degree of consciousness in these
systems.

An obvious limitation is that these attributions of conscious-
ness were measured via a single question and might differ with 
different experimental measures and prompts. For example, the 
scale employed in the current survey (ranging from ‘clearly not 
an experiencer’ to ‘clearly an experiencer’) queried the ‘degree’ of 
attributed consciousness, with the midpoint indicating that the 
participant believed that the system was ‘somewhat an experi-
encer’. Their belief or credence in this graded degree of attributed 
consciousness was then assessed using a secondary confidence 
scale. However, we cannot rule out the possibility that some par-
ticipants may have interpreted this scale as representing their 
‘credence’ that ChatGPT could possess human-like conscious-
ness, compared to an absence of consciousness. If we treat the 
scale as representing credence rather than degree, our data sug-
gest that 23% of participants consider it more likely than not 
that ChatGPT has human-like experience (proportion of responses 
above the midpoint of the scale). Besides the interpretation of the 
scale, it is unclear whether self-reported measures fully capture 
intuitions about others’ mental states as opposed to more indi-
rect behavioural markers which may be less subject to response 
biases (Scholl and Gao 2013). However, we note converging evi-
dence from studies employing different materials and measures
(Scott et al. 2023).

Beyond issues of measurement, it remains unclear how 
folk conceptions of phenomenality correspond to the relevant 
philosophical constructs (Huebner 2010, Talbot 2012, Peressini 
2014). Previous work in experimental philosophy has questioned 
whether non-experts have a concept of phenomenal conscious-
ness in the first place. For example, people can have different 
intuitions about two states that theoretically both relate to phe-
nomenal consciousness—e.g. asserting that robots can see red but 

cannot feel pain (Sytsma and Machery 2010). These asymmetric 
attributions suggest that non-experts may lack a unified con-
cept of phenomenal consciousness (for discussions, see Sytsma 
2014, Sytsma and Ozdemir 2019, Reuter 2022, Phelan 2023). In 
the current study, the main question about ChatGPT’s capacity 
for phenomenal experience was preceded by an explanation of 
the concept of phenomenality—which may have induced partic-
ipants to consider a concept they would not otherwise consider 
spontaneously (Sytsma 2014). While our results do not speak to 
the issue of whether phenomenal consciousness itself is a folk 
psychological concept, the underlying structure of mental state 
attributions suggests that direct attributions of phenomenality or 
‘experience’ covaried with attributions of other mental states typ-
ically deemed to have subjective qualities such as emotions or 
sensations—consistent with both sets of judgements tapping into 
a common underlying concept.

Of course, these attitudes were measured in a stratified sam-
ple of the US population, and it remains unclear whether they 
would generalize across different samples and cultures. In fact, 
the effect of usage suggests that consciousness attributions might 
be higher in participants recruited online, who likely use comput-
ers on a daily basis, and might be reduced in participants who 
are less familiar with computing and AI. Future work may also 
explore different facets of familiarity by examining not just usage 
frequency but also knowledge about the architecture and techni-
cal details of Generative AI. Similarly, the preferences we report 
reflect attitudes at a specific moment in time and may change as 
LLMs become more widespread and advanced. The relationship 
between usage frequency and consciousness attributions suggests 
that familiarity with the technology may lead to higher attribu-
tions of consciousness—or vice versa, that higher attributions 
of consciousness may lead people to make greater use of LLMs. 
Future investigations may probe these attitudes longitudinally 
or via an experimental intervention, to explore possible causal 
links between usage of AI and folk psychological attributions of 
consciousness.

Future work may also investigate specific characteristics of 
AI and human–AI interactions that might influence conscious-
ness attributions. For example, attributions of mental states may 
depend on superficial appearance (Bainbridge et al. 2011) as well 
as observed behavioural profiles (Colombatto and Fleming 2023). 
Conversely, future work may also explore characteristics of the 
perceivers—such as a tendency to engage in spontaneous theory 
of mind—that may lead to increased consciousness attributions. 
Beyond opening up these new avenues for future research, our 
results are also relevant to current controversies in public dis-
course and policy regarding the ethical and legal status of AI, 
given that folk ascriptions of consciousness, both now and in the 
future, may be a significant driver of societal concern for artificial 
systems.

Conclusions
In summary, our investigation of folk psychological attributions of 
consciousness revealed that most people are willing to attribute 
some form of phenomenality to LLMs: only a third of our sample 
thought that ChatGPT definitely did not have subjective experi-
ence, while two-thirds of our sample thought that ChatGPT had 
varying degrees of phenomenal consciousness. The relatively high 
rates of consciousness attributions in this sample are somewhat 
surprising, given that experts in neuroscience and consciousness 
science currently estimate that LLMs are highly unlikely to be con-
scious (Butlin et al. 2023, LeDoux et al. 2023). These findings thus 
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highlight a discrepancy between folk intuitions and expert opin-
ions on artificial consciousness—with significant implications for 
the ethical, legal, and moral status of AI.
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