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Abstract—Operators working with robots in safety-critical do-
mains have to make decisions under uncertainty, which remains
a challenging problem for a single human operator. An open
question is whether two human operators can make better
decisions jointly, as compared to a single operator alone. While
prior work has shown that two heads are better than one,
such studies have been mostly limited to static and passive
tasks. We investigate joint decision-making in a dynamic task
involving humans teleoperating robots. We conduct a human-
subject experiment with N = 100 participants where each
participant performed a navigation task with two mobiles robots
in simulation. We find that joint decision-making through con-
fidence sharing improves dyad performance beyond the better-
performing individual (p < 0.0001). Further, we find that the
extent of this benefit is regulated both by the skill level of
each individual, as well as how well-calibrated their confidence
estimates are. Finally, we present findings on characterising
the human-human dyad’s confidence calibration based on the
individuals constituting the dyad. Our findings demonstrate for
the first time that two heads are better than one, even on a
spatiotemporal task which includes active operator control of
robots.

Index Terms—Joint Decision-Making, Human-Robot Interac-
tion, Teleoperation.

I. INTRODUCTION

Human operators are increasingly collaborating with robots
via teleoperation in domains such as inspection [15]
[69]], nuclear decommissioning [53] [17]], and search
and rescue 21, [54]]. In these complex environments,
operators are often faced with the decision of choosing which
robot or robot controller to operate. For instance, an operator
may need to select a robot from a fleet to assist in case of
failure [39]] or choose which robot to teleoperate [36,
and the level of autonomy for it to operate at [56)
during missions under time pressure and uncertainty. Decisions
like these are complicated by communication latencies, incom-
plete information, and the dynamic nature of the environment,
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Fig. 1: Web based robot navigation simulator. The red and green
curves represent trajectories driven by a participant from our user
study who was experiencing low and high delay in control of the
mobile robot.

making the choice of which robot to assist or teleoperate a
challenging and cognitively demanding task. In such scenarios,
single operators can become overwhelmed, especially when
required to make decisions under stress [14} 47, [62] (63| [58].
Individual human operators have limitations such as cogni-
tive overload and biases. This raises an important question:
Could two decision-makers working together make better
decisions than one individual acting alone? Collaborative
decision-making may provide a solution to these limitations.
While each operator has their own weaknesses, humans often
possess complementary skills that, when combined, can offset
each other’s shortcomings. Several studies in human-human
interaction (HHI) shows that collaboration can lead to better
decision outcomes 41l [49] 59 [64], and there is a strong
case for transferring HHI findings into human-robot interaction

(HRI) [74, 48| 35,167, 45].



In the aforementioned domains, many teleoperation sce-
narios already involve multiple humans operating a single
robot [38), 19, [12, 30]. The ratio of people to robots directly
affects the human-robot interaction in such systems. For ex-
ample, in the mobile robot search and rescue operations using
telerobots, the operator-to-robot ratio is commonly 2 to 1 or
higher [53. 168]. In control rooms for Unmanned Aerial Vehicle
missions, several operators are needed to operate a single
drone. In these scenarios, specific roles are often assigned
to different team members, such as a pilot” responsible
for navigation and control, and a sensor/payload operator
managing cameras and other equipment [22]. In the multi-
UAV control setting, |Hughes| et al. showed that combining
multiple human operators with partially autonomous robots
can create more robust and effective systems than either
working alone. In these multi-operator, single-robot scenarios,
team dynamics [11} (78 133]], communication [34] [73] and
coordination strategies [2} 23] are all critical to successful team
performance.

In HHI collaborative cognition, a line of research on human-
human dyadic joint decision-making has shown that teams can
outperform individuals under specific conditions, particularly
when the joint decisions are guided by the Maximum Con-
fidence Slating (MCS) approach [4} |5 6, 20, 24]. This ap-
proach prioritizes the decision in which the participant has the
higher confidence, assuming that each individual can monitor
their own performance and can communicate their confidence
accurately [3) 40]. While MCS has been shown to improve
performance in tasks such as visual perception or knowledge-
based tasks, its application to active, dynamic decision-making
in robotic control tasks has not been adequately studied. We
address this gap by investigating the performance of MCS in
a spatio-temporal task, where human operators control robots
in a simulated environment. Unlike previous research, which
focused on passive information processing, our study involves
humans actively gathering and interpreting information to
make real-time decisions.

Specifically, in our user study, we conducted experiments
with 100 participants, each controlling two different robots in
an online simulation. The environments and control latencies
of the robots were altered, with one robot exhibiting a more
favorable delay. Participants had to choose which robot was
better for the task, based on the robot’s responsiveness and
their own confidence in the choice. We then applied the MCS
approach to compare the accuracy of joint decision-making
of dyads being virtually paired with individual performance,
using an accuracy gai metric.

To the best of our knowledge, this is the first study to apply
MCS in a scenario where humans must actively control robots
rather than passively receiving information. Our findings reveal
the following key insights into the effectiveness of the MCS-
based decision-making process in joint decision-making within
robotics teleoperation domains:

'Accuracy gain is defined as the accuracy increase/decrease difference
between the accuracy (%) of decision made by the MCS-based joint decision-
making agent as compared with the higher performing individual in the dyad

1) Impact of Confidence on Accuracy: Joint decisions
determined by high confidence via MCS were more
accurate than those made by the highest-performing
individual in the dyad. Conversely, joint decisions based
on low-confidence inputs were less reliable than random
choices, emphasizing the need to avoid low-confidence
responses.

2) Effect of Performance Discrepancy: This is the first
time we have observed that larger performance gaps
between dyad members result in smaller accuracy gains
from MCS. Pairing participants with similar perfor-
mance levels yielded significantly higher accuracy, high-
lighting that MCS is more effective when participants
have comparable competence.

3) Influence of Confidence Calibration: Confidence cali-
bration [25]] significantly impacted MCS accuracy gains.
For individuals with above-average confidence calibra-
tion, MCS-based accuracy gains were stable regardless
of calibration differences. For those with below-average
calibration, pairing similarly calibrated individuals led to
negative accuracy gains, while teaming individuals with
diverse calibration levels improved the accuracy of the
dyad. This marks the first time such analyses have been
conducted on joint decision-making in dynamic tasks.

4) Correlation with Dyadic Confidence Calibration: Ac-
curacy gains from MCS were positively correlated with
dyadic confidence calibration. Higher overall confidence
calibration of the dyad led to better decision accuracy,
further underscoring the importance of confidence cali-
bration in joint decision-making.

II. RELATED WORK

A. Multi-operator Teleoperation

Multiple Operator Single Robot (MOSR) systems have
emerged as a promising approach, particularly in the field of
semiautonomous teleoperation [70} (71 [77] [72| [76, [75]]. Reed
and Peshkin| highlighted the potential benefits of MOSR sys-
tems via the studies of haptic human-human interaction in joint
object manipulation tasks. It was shown that task performance
of two humans solving a haptic task collaboratively is higher
than that of a single operator performing the same task. The
authors suggests that adding an additional human operator to
a classical teleoperation scheme could have a positive effect
on task performance [52].

Another example is the distributed teleoperation system
developed by |Goldberg et al.l where multiple users, each at
a different location, simultaneously controlled an industrial
robot arm over the internet. Their client-server system enabled
multiple users to share control of a single robot, demonstrating
how collaboration among users can enhance performance.
Importantly, this research showed that human groups outper-
formed individuals when facing noisy environments in MOSR
systems [26].
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Fig. 2: Screenshots showing driving trials scenario and question queries environment setup; robot choices, user confidence levels)

for each participant. There are total of 100 trials per participant.

B. Joint Decision-Making in Human Dyads

Joint decision-making within human dyads has been ex-
tensively studied in the context of visual perception [3, 4}
5, 7, |61l 20]. conducted experiments where
participants, working in dyads, engaged in a two-alternative
forced-choice task, deciding which of two briefly presented
stimuli contained an oddball target. Participants initially made
individual decisions before sharing their conclusions. In cases
of disagreement, they discussed the matter until reaching
a joint decision. The results confirmed that, given equal
visual sensitivity, two individuals were indeed better than
one, provided they could communicate freely. The authors
suggested that this ’two-heads-are-better-than-one” (2ZHABT1)
effect depends on each participant’s ability to monitor their
own performance accuracy and accurately communicate their
confidence level.

Further studies by demonstrated that the advantage
of joint decision-making remains even when participants are
unable to communicate directly [6, [50, [65]. It is shown
that decisions guided by the confidence heuristic—where the
most confident choice is selected—can be just as accurate
as decisions reached through direct interaction, especially
for individuals with comparable reliability. This highlights
the potential of confidence as a powerful tool in improving
joint decision-making within dyads. Over time, the accuracy
of collective decisions becomes indistinguishable between
conditions with and without feedback. Although the learning
process is slower without feedback, the eventual collective
benefit matches that of situations where feedback is provided
[6]. In line with these discoveries, studies in human-human
joint decision-making on varied tasks such as threat detection
by observing video feeds [9], detecting fake news [28]
deciding rank ordering between items on a survival situation
task [29]], and breast and skin cancer diagnosis [42] have also
shown that higher confidence decision selection leads to higher
accuracy.

Building on the body of related work described above,
we identify a gap in the research regarding dyadic joint
decision-making in teleoperated robotic tasks, and formulate
the following key research questions to guide our investigation
into how humans can make better joint decisions through MCS

in teleoperational robotics:

RQ1: How does individual confidence affect the accuracy
of joint decisions in dyadic settings, and what are the benefits
of joint decision-making using MCS?

RQ2: How do performance discrepancies between dyad
members affect the accuracy gains of MCS-based joint de-
cisions?

RQ3: How does the confidence calibration of participants
influence the accuracy gains of MCS-based joint decisions?

RQ4: What is the relationship between dyadic confidence
calibration and the accuracy of dyadic MCS-based joint deci-
sions?

III. METHODOLOGY

We conducted an online study, approved by the University
of Oxford Research Ethics Committee, to investigate how
humans make joint decisions when selecting robot controllers.

A. Experiment Setup

The experiment tasked participants with navigating two
visually identical simulated robots through a narrow gap using
an interface shown in Figure [I] The environment consisted
of 24 different conditions, combining 6 possible initial robot
poses with 4 doorway configurations. A fixed goal location
was marked by a traffic cone, with the initial robot pose and
door configuration randomly sampled for each trial. Partici-
pants were recruited via the Prolific Platform, which provided
an overview of the study and ethics approval information.
Those who agreed to participate and were at least 18 years
old were shown a detailed video explaining the interface
components and demonstrating example trials. Before the
main experiment, participants completed 5 practice trials to
familiarize themselves with the keyboard controls.

B. Procedure

The main experiment consisted of 100 trials. In each trial,
participants controlled each robot for 6 seconds in a random
order. This duration was determined through a separate pilot
study as the minimum time needed for decision-making.
To create a perceptible difference between the robots, we
injected time delays into their controls. Randomly, one was



assigned a fixed 50 ms delay, and the other a variable delay
(70-150 ms). We implemented a two-down one-up staircaseE]
procedure to adjust task difficulty. This procedure ensured that
the task was not so easy as to enable ceiling performance
and not so hard to make participant performance close to
random [44]. This precluded participants from being overly
confident or underconfident on the task. During each trial,
participants controlled each robot sequentially, with a brief
pause, and selected the robot with the lower delay, rating their
confidence on a four-point Likert scale (1:lowest, 4:highest).
This experimental design allowed us to assess both decision-
making accuracy and confidence calibration in human-robot
interaction tasks under varying degrees of difficulty. Figure
depicts the trial procedure.

The data were later used to pair individuals into dyads
virtually. For example, Participant 1 encountered 20 trials with
the delay-pair condition: 50 ms delay for Robot 1 and 70 ms
delay for Robot 2. Participant 2 encountered 15 trials with the
same delay condition. Therefore, we could pair up to a total
of % = 150 trials, where Participants 1 and 2 were able
to make virtually joint decisions.

C. Data Collection

To ensure data quality, we implemented exclusion criteria
based on task performance and engagement. Participants with
accuracy below 65% or those who gave the same confidence
rating for over 95 out of 100 trials were excluded. This thresh-
old helped retain engaged participants while excluding those
who were inattentive or ineffective. The exclusion criteria and
performance metrics are consistent with standard procedures
in human self-confidence research [66, (8| [1]], ensuring our
results are comparable with existing literature in the field.
After applying these criteria, our final analysis included 80
participants (47 males, 33 females), with a mean age of 37
years (SD = 11) and an average experiment duration of 1.2
hours (SD = 0.25). Participants were compensated an average
of USD 7.6.

D. Metrics

We quantified task performance using two primary metrics:

1) Accuracy: The proportion (%) of correct selections of
the lower-delay robot.

2) Confidence calibration: AUROC?2 computation measures
how well participants’ confidence ratings align with
their actual performance. Algorithm [I]presents a detailed
computation of AUROC2. [25]

These metrics allowed us to evaluate both the participants’
ability to discriminate between the robots based on delay
and their metacognitive awareness of their performance. By
combining accuracy and confidence calibration measures, we
aimed to gain comprehensive insights into human decision-
making and self-assessment in this human-robot interaction

2The two-down one-up staircase is a procedure where the task was made
harder after 2 consecutive successful choices by decreasing the delay by one
level step, and the task was made easier after 1 failure by increasing the delay
by one level step.

Algorithm 1: Confidence Calibration (AUROC?2)

Input: correct: vector of size 1 X Nypiq15, With O for
error and 1 for correct trials
conf: vector of size 1 X nypiq15, With confidence
ratings from 1 t0 Nyatings
Niratings: number of available confidence levels
Output: auroc2: type-2 area under the ROC curve
Initialize ¢ < Nyqtings + 1
for c <— 1 to Nygtings do
H2[i — 1] + count(conf = ¢ A correct) + 0.5
FA2[i — 1] + count(conf = ¢ A —correct) + 0.5
t41—1
end
Normalize H2 «+ H2/> (H2)
Normalize FA2 + FA2/Y (FA2)
Compute cumulative sums:
esum_H?2 < [0, camsum(H?2)],
esum_F A2 < [0, cumsum(F A2)]
Initialize 7 < 1
for c <~ 1 to Ny4tings do
k[i] + (csum_H2[c + 1] — csum_F A2]c])? —
(esum_H?2[c] — csum_F A2[c + 1])?
14— 1+1
end
Compute auroc2 < 0.5+ 0.25 x Y (k)
return auroc?

task. This enables us to understand not just how well partic-
ipants performed, but also how accurately they judged their
own performance across varying levels of task difficulty.

IV. RESULTS

From the data obtained from 80 participants, we combine
pairwise participant data to form virtual dyads [40]. We
obtained 3160 virtual dyads (%). For each virtual dyad, we
selected those trials where both the participants faced the
same delay pair. From these, we eliminated those trials where
both participants agreed on their choice of robot, and further
analysed those trials where the participants differed in their
choice such that a joint decision was required.

The pairing process was repeated for all delay-
pair conditions and 4,148 virtual joint decision-making trials
were generated from real data. Of these, 1,932 trials involved
disagreements, requiring joint decisions for this dyad.

Within each dyad, the member with a higher percentage
of correct responses was designated as high-performing (HP),
while the other was designated as low-performing (LP). Ad-
ditionally, three dummy participants were created: dummy
high-confidence (D-HC), dummy low-confidence (D-LC), and
dummy random (D-Random). For each trial, the response of
the participant who indicated higher confidence was selected
as D-HC participant, and the other as the D-LC participant.
D-HC corresponds to the Maximum Confidence Slating
(MCS) approach of joint decision-making. D-Random rep-
resented a joint decision-maker who picks randomly between
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Fig. 3: Accuracy in robot selection for high-confidence, higher-
performing, low-confidence, lower-performing, and random partici-
pants from the paired dyads.

the choices made by both the participants in the dyad. Accu-
racy was then calculated for these five participants.

We then present our analysis formulated from the four back-
bone research questions. Formally, the independent variables
are (1) individual confidence, (2) performance discrepancy,
and (3) confidence calibration. The dependent variables in-
clude joint decision accuracy, accuracy gains from MCS, and
the dyadic AUROC?2 value measuring the dyad’s confidence
calibration.

A. Impact of Confidence on Accuracy

RQ1: How does individual confidence affect the accuracy
of joint decisions in dyadic settings, and what are the benefits
of joint decision-making using MCS?

Figure [3] illustrates the accuracy of robot selection across
all five participant types, based on 3,160 virtual dyads. We
assessed the performance of D-HC against other participants
using the two-sample t-test. The results show that D-HC ex-
hibited significantly higher accuracy compared to HP (Highest
Performing individual), (¢(3158) = 8.36,p < 0.0001). This
confirms that decisions made using the Maximum Confidence
Slating (MCS) approach provide a significant advantage over
those made by the highest-performing individual within the
dyad. The accuracy of D-HC was also significantly greater
than that of D-Random, (¢#(3158) = 33.48,p < 0.0001). Inter-
estingly, D-Random performed better than D-LC, (¢(3158) =
33.48,p < 0.0001). This suggests that, in any given scenario,
a low-confidence response should not be favored. Additionally,
we confirmed that D-HC had significantly higher accuracy
than D-LC, (¢(3158) = 62.06,p < 0.0001), reinforcing that
high-confidence decisions lead to better outcomes than low-
confidence ones.

Through this analysis, we validated H1: MCS is effective
in robot teleoperation control selection task. Picking the
higher confidence decisions within a dyad results in more
accurate joint decisions than those made by the highest-
performing individual alone. Conversely, low-confidence
decisions yield accuracy levels comparable to random
choices.
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Fig. 4: Variation in accuracy gain as participants of different success
rates are paired together. Pairing similar performing participants leads
to higher benefit.
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Fig. 5: Variation in accuracy gain as participants of different success
rates are paired together. Blue: both participants being below the
mean skill level, and red: both participants being above the mean
skill level.

B. Effect of Performance Discrepancy

RQ2: How do performance discrepancies between dyad

members affect the accuracy gains from MCS-based joint
decisions?
While MCS-based joint decision-making delivers a benefit
overall, specific ways of pairing participants provides further
insights. In this section, we analyse the impact of pairing
participants according to their performance level. We sorted
the 3160 virtual dyads according to the difference in the
performance of both individuals in each dyad, as measured
using two factors:

1) Success rate (%) over the 100 trials.

2) Settling task difficulty level via the two-down one-up

procedure.

For every virtual dyad, we extracted the corresponding
accuracy gain [6]. Figure ] shows the impact of difference in
performance level on the resulting accuracy gain of the dyad.
The difference in success percentage between the individuals
in each virtual dyad ranged from 0 to 11%. As the dissimilarity
in success rate increases, the resulting accuracy gain decreases
(regression coefficient : » = —0.48, p < 0.0001).
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Fig. 7: Variation in accuracy gain as participants of different perfor-
mance levels are paired together. Performance level is assessed by
the difficulty of the task as established by delay plateau difference.
Pairing similarly performing participants leads to higher accuracy
gain.

The accuracy gain corresponding to the dyads with no
difference in success rate (i.e., identical skill level) was signifi-
cantly higher than both dyads with a 5% difference in success
rate (£(1008) = 7.1,p < 0.0001)), as well as dyads with a
10% difference in success rate ((¢(694) = 8.35,p < 0.0001)).
Pairing participants with a success rate difference of more
than 8%, leads to a negative accuracy gain, i.e., MCS causes
poorer joint performance as compared to the better performing
individual.

For a more granular understanding of the impact of skill
difference (similarly skilled can correspond to both being
highly skilled or both being poorly skilled), we divided the
participant data into two groups: above mean skill level (suc-
cess percentage > 67%), and below mean skill level (success
percentage < 67%). Figure [5] shows the variation in accuracy
gain with difference in performance of the two individuals for
the two groups of participants. While the trend is similar for
both groups (blue: both participants being below the mean,
and red: both participants being above the mean), the absolute
values of the accuracy gains show that when both participants
are below mean performance the benefit provided by MCS-
based joint decision is higher. When both participants are

above mean performance, the benefit is more observable for
participants of similar performance level (lower success rate
difference).

Figure /| shows the impact of pairing based on performance,
measured by the task’s settled difficulty level. Virtual dyads
are grouped into three categories based on the delay difference
faced by the two participants when task difficulty plateaus.
A 0 ms value on the x-axis indicates similar performance
between participants, while a 40 ms value indicates differing
performance levels. We see that the resulting accuracy gain
is again higher for participants with similar performance
level. The accuracy gain is higher for the virtual dyad with
similarly performing participants (0 ms) as compared to both
20 ms (¢(5752) = 9.67,p < 0.0001) as well as 40 ms
(t(3280) = 11.04, p < 0.0001).

This analysis supports H2: Similar task performance leads
to higher accuracy gains. Specifically, the accuracy gains
from MCS are greater in dyads where the performance
levels of the members are similar, compared to dyads with
significant performance discrepancies. This is the first time
it is observed that larger performance gaps between dyad
members result in smaller accuracy gains.

C. Influence of Confidence Calibration

RQ3: How does the confidence calibration of participants
influence the accuracy gains from MCS-based decisions?

To find the answer to this, we paired participants according to
confidence calibration and analysed the confidence calibration
of participants to gain further insights into the performance of
the MCS approach to joint decision-making.

Figure [6] illustrates the variation of confidence rating with
the correctness of response for two different participants at
either end of the spectrum of AUROC2 values. The (red)
participant has better calibration (AUROC2 = 0.7) than the
(blue) participant (AUROC?2 = 0.5). Figure [6a] shows a plot of
trial result versus associated confidence value and Figure [6b|
shows the corresponding ROC curves for both the participants.

To analyze the impact of confidence calibration similarity
on accuracy gain, participants were grouped based on their
AUROC?2 values: above the mean (AUROC2 > 0.6) and below
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Fig. 9: Variation in accuracy gain as participants of different confi-
dence calibration are paired together. For well-calibrated individuals
(red), pairing participants of similar confidence calibration leads to
higher benefit. Pairing similarly calibrated participants who are poorly
calibrated (blue) does not yield a benefit.

the mean (AUROC?2 < 0.6).We then paired participants within
the same group and analysed the impact on accuracy gain.
Figure [0 shows that for participants with AUROC2 above
the mean, MCS-based joint decisions with similarly calibrated
pairs improved accuracy. However, for those below the mean,
pairing similar participants led to negative accuracy gain, with
MCS performing worse than the better individual.

We further investigated the impact of pairing participants
according to confidence calibration by selecting the top par-
ticipants from the group with AUROC2 values above the
mean (AUROC2 > 0.65: well-calibrated, 25 participants), and
bottom participants from the group with AUROC2 values
below the mean (AUROC2 < 0.55: poorly-calibrated, 26
participants). We formed virtual dyads by pairing participants
according to their confidence calibration: both well-calibrated
participants (288 virtual dyads); both poorly-calibrated par-
ticipants (242 virtual dyads); and well-calibrated participant
paired with poorly-calibrated participant (264 virtual dyads).

Figure [§ presents the performance accuracy for the five
types of participants (HP, LP, D-HC, D-LC, and D-Random)
in the virtual dyads. Figure [8a] shows the accuracy when
both individuals in the dyad are well-calibrated in terms
of confidence. The performance of D-HC was significantly

better than HP, (¢(574) = 1.39,p < 0.0001). This demon-
strates that pairing two well-calibrated individuals results
in an increased choice’s accuracy compared to the higher
performance individual. However, this is not the case when
both individuals are poorly calibrated. Figure [8b] illustrates
the accuracy for dyads with two poorly calibrated individuals,
where HP outperformed D-HC, ((482) = 6.08,p < 0.0001).
This suggests that in such cases, it is preferable to rely on
the more performant individual’s choice. Figure presents
the results when a well-calibrated participant is paired with
a poorly calibrated one. In this case, D-HC outperformed
HP, (¢(526) = 10.86,p < 0.0001), indicating that the joint
decision was more accurate when at least one individual had
good confidence calibration.

Through this analysis, we confirmed H3: Participants
with above-average confidence calibration achieve stable
accuracy gains from MCS, regardless of the calibration dif-
ferences between dyad members. Conversely, participants
with below-average calibration show improved accuracy
when paired with individuals who have diverse calibration
levels.

D. Dyadic Confidence-Calibration Correlation

RQ4: What is the relationship between dyadic confidence
calibration and the accuracy of MCS-based joint decisions?

We further investigated the behavior of resulting dyads formed
from pairing individuals together. We computed dyadic con-
fidence calibration using Koriat’s method [40], applying the
AUROC2 computation (Algorithm. [I] ) to the concatenated
decision-confidence pairs of both participants. For instance,
Participant 1 completed 20 trials and Participant 2 completed
15 trials under the same delay condition (50 ms for Robot
1, 70 ms for Robot 2). Of the combined 35 trials, 6 with
identical robot choices were excluded, leaving 29 trials for
dyadic confidence calibration computation. Figure [I0] shows
the trial result vs. confidence rating for an example participant
dyad, along with the associated AUROC2 value.

The calibration of individuals in a dyad affects the resulting
dyad’s confidence calibration. Figure [T1] shows dyadic confi-
dence calibration based on individual calibrations. Statistical
analysis reveals that dyads of two well-calibrated individuals
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have higher AUROC?2 than those with both poorly calibrated
individuals (#(1012) = 28.74,p < 0.001) or mixed-calibration
dyads (¢(1078) = 13.28,p < 0.001).

Finally, our findings highlight the significant impact of
dyadic AUROC?2 on joint decision-making performance. Fig-
ure [12] shows a strong correlation between accuracy gain
and dyadic confidence calibration, with improved calibration
leading to higher joint decision accuracy. This underscored the
importance of well-calibrated confidence within the dyad for
the effectiveness of the Maximum Confidence Slating (MCS)
approach.

This analysis supports our fourth hypothesis H4: Dyads
with higher overall confidence calibration demonstrate
better decision accuracy when using MCS-based joint
decision, compared to dyads with lower calibration. This
finding reinforces the value of pairing individuals with
well-calibrated confidence for optimal team performance.

V. DISCUSSION
Summary:

In this research, we investigated human-human dyad joint
decision-making in a robot teleoperation task, focusing on
how maximum confidence slating (MCS) choice selection
impacts decision accuracy. To our knowledge, this is the
first study applying MCS-based joint decision-making in a
dynamic, spatiotemporal task involving active robot control.
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Fig. 12: Dyadic confidence calibration versus accuracy gain. Higher
dyadic confidence calibration leads to an increased accuracy gain.

Our results showed that the accuracy of dyad joint decisions
was significantly higher than that of the more skilled individual
in the pair. Our findings emphasise the importance of skill
similarity and confidence calibration in achieving better out-
comes for human collaboration in robotic tasks, establishing a
foundational understanding of MCS’s role in the human-robot
interaction domain. The effectiveness of MCS in this context
highlights its potential for improving joint decision-making
in human-IDS (Intelligent Decision Support) system dyads.
This initial work also reveals the potential of MCS for real-
world applications requiring critical, time-sensitive decisions.
By leveraging confidence as a low-cost metric, MCS combines
two operators’ confidence levels to improve task efficiency and
decision accuracy.

Limitations and Research Directions:

The scope of our study was constrained to a specific robot
teleoperation and controller selection task, where the primary
decision involved selecting between two robots with different
control delays. Our paper looked into virtual dyads scenarios,
and in real joint decision-making between two people social
effects like the perceived competence of oneself and of the
other, differences in status can play a big role. Future research
can expand to encompass a broader range of tasks and
decision-making scenarios.

One key area is extending our study to human-AI dyads. We
plan to develop an Intelligent Decision Support (IDS) and Al
systems tailored to the robot teleoperation task. By comparing
findings from human-AlI dyads with those from human-human
dyads, we can gain valuable insights into how human confi-
dence calibration influences decision-making when interacting
with Al systems in robotic scenarios. Through these research
directions, we hope to contribute to the integration of Al sys-
tems and development of more effective collaborative Human-
Robot Interaction (HRI) settings.
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